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ABSTRACT 

The paper considers the application of instantaneous harmonic 
analysis to a real-time vocal processing system for pitch, timbre 
and time-scale modifications. The analysis technique is based on 
narrow band filtering using special analysis filters with frequen-
cy-modulated impulse response. The main advantage of the tech-
nique is high accuracy of harmonic parameters estimation that 
provides adequate harmonic/noise separation and artifact free 
implementing of voice modifications. The processing methods 
described in the paper are based on the harmonic+noise model. 

1. INTRODUCTION 

The present paper describes an approach to voice processing by 
means of the harmonic+noise model that considers a signal as a 
sum of two periodic (harmonic) and residual (noise) parts. The 
periodic part can be efficiently described as a sum of sinusoids 
with slowly varying amplitudes and frequencies, and the residual 
part is assumed to be irregular noise signal. This representation 
was introduced in [1] and since then has been profoundly studied 
and significantly enhanced. The model provides good parame-
terization of both voiced and unvoiced frames and allows using 
different modification techniques for them. It insures effective 
and simple voice processing in frequency domain. However the 
crucial point there is accuracy of harmonic analysis. The har-
monic part of the signal is specified by sets of harmonic parame-
ters (amplitude, frequency and phase) for every instant of time. A 
number of methods have been proposed to estimate these pa-
rameters. The majority of analysis methods assume local station-
arity of amplitude and frequency parameters within the analysis 
frame [2-3]. It makes the analysis procedure easier, but, on the 
other hand, degrades parameters estimation and periodic/residual 
separation accuracy. 
Some good alternatives are methods that make estimation of in-
stantaneous harmonic parameters. The notion of instantaneous 
frequency was introduced in [4,5], the estimation methods have 
been presented in [4-9]. The aim of the current investigation is to 
study applicability of the instantaneous harmonic analysis tech-
nique described in [8,9] to a real time voice processing system 
for making voice effects (such as pitch, timbre and time-scale 
modifications). The analysis method is based on narrow band 
filtering by analysis filters with closed form impulse response. It 
has been shown [8] that the analysis filters can be adjusted in ac-
cordance with pitch contour in order to get adequate estimate of 
high order harmonics with rapid frequency modulations. The 
technique presented in this work has the following improve-
ments: 

- Simplified closed form expressions for instantaneous 
parameters estimation; 

- Pitch detection and smooth pitch contour estimation; 
- Improved harmonic parameters estimation accuracy. 

The analysed signal is separated into periodic and residual parts 
and then processed through modification techniques. Then the 
processed signal can be easily synthesized in time domain at the 
output of the system. The harmonic+noise representation signifi-
cantly simplifies the processing stage. 
As it is shown in the experimental section the combination of the 
proposed analysis, processing and synthesis techniques provides 
good quality of signal analysis, modification and reconstruction. 

2. SYSTEM OVERVIEW 

Voice processing system can be divided into three main func-
tional blocks: harmonic analysis, processing and synthesis 
(fig.1).  

 

Figure 1: General voice processing scheme. 
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Harmonic analysis implies pitch and harmonic parameters esti-
mation and periodic/noise separation of the source signal. In 
other words the periodic part of the source is presented in fre-
quency domain as a set of sinusoidal parameters (amplitude, fre-
quency, phase) apart from the noise part. All the vocal modifica-
tions are made in the processing block. Both the noise and pe-
riodical parts are processed separately. Noise can be processed in 
time domain while the periodical part is processed in harmonic 
domain that simplifies vocal effects implementation. 
The output signal is the sum of the processed noise and the peri-
odical part that is synthesized using processed harmonic parame-
ters. 

3. INSTANTANEOUS HARMONIC ANALYSIS 

3.1. The Harmonic Model 

The sinusoidal model assumes that the periodical part of the sig-
nal  can be expressed by the following formula: 

 (1 ) 

where  - the instantaneous magnitude of the -  sinu-
soidal component,  is the number of components and  is 

the instantaneous phase of the -  component. Instantaneous 

phase  and instantaneous frequency  are related as 
follows: 

 (2 ) 

where  is sampling frequency and  is the initial phase of 

the -th component. The harmonic model states that frequencies 

 are integer multiples of fundamental frequency  and 

can be calculated as: 

 (3 ) 

Since voiced speech has harmonic structure the harmonic model 
is often used in speech coding. Accurate estimation of parameters 

,  and  is the fundamental problem of har-
monic analysis. In the case of a monocomponent periodic signal 
a number of methods can provide good results [4,5]. However, 
multicomponent signals (like music or speech) are much more 
complex subjects for analysis and require special content and ap-
plication-dependent methods. One of the most effective general 
approaches is to use adaptive filtering in order to pick out single 
components and then process them separately. 

3.2. Analysis Filter 

The proposed analysis method is based on the filtering technique 
that provides direct parameters estimation [8]. In voiced speech 
harmonic components are spaced in frequency domain and each 
component can be limited there by a narrow frequency band. 
Therefore harmonic components can be separated within the 
analysis frame by filters with non-overlapping bandwidths. These 
considerations point to the applicability and effectiveness of the 
filtering approach to harmonic analysis. 

The analysis filter, used in this work has the following features 
[8]: 

- Filtering in an arbitrary bandwidth; 
- The impulse response is described by a closed form 

expression (a continuous function of bandwidth border 
frequencies); 

- Estimation of the instantaneous parameters directly 
from the output signal; 

- Implicit time warping (impulse response adjustment 

according to frequency modulations of pitch); 
- Continuous and smooth contours of estimated parame-

ters  and . 

The impulse response of the analysis filter  with pass band 
specified by center frequency  and half of the bandwidth  
can be written in the following form: 

 (4 ) 

where  

 (5 ) 

Filter output  can be calculated as the convolution of the 

source signal  and , which can be expressed as the fol-
lowing sum: 

 

 
(6 ) 

where  is filter order. The expression can be rewritten as a sum 
of zero frequency components: 

 (7 ) 

where 

 

 

 

(8 ) 

 

 

 

(9 ) 

Thus, considering (7) ï (9) the expression (6) is a magnitude and 
frequency-modulated cosine function: 

 (10 ) 

Its instantaneous magnitude , phase  and frequency 
 can be calculated as: 

 (11 ) 



Proc. of the 12th Int. Conference on Digital Audio Effects (DAFx-09), Como, Italy, September 1-4, 2009 

 DAFX-3 

 (12 ) 

 (13 ) 

Filter output  can be converted into analytical signal 

 in the following way (  denotes the imaginary unit): 

 (14 ) 

Instantaneous sinusoidal parameters are available at every instant 
of time within the analysis frame. The bandwidth specified by 

 and  should cover the frequency of periodic component 
that is being analyzed. In fig.2 an example of parameters estima-
tion is shown. The frequency contour of the harmonic component 
is covered by the filter pass band that is specified by the center 

frequency contour  and the bandwidth . 
 

 

Figure 2: Analysis filter ( ). 

Center frequency contour  is adjusted within the analysis 

frame providing narrow band filtering of frequency-modulated 
components. 

3.3. Harmonic Parameters Estimation 

It is assumed that voice frames can be either voiced or unvoiced. 
In voiced segments the periodical constituent prevails over the 
noise, in unvoiced segments the opposite takes place and there-
fore any harmonic analysis is unsuitable in that case. In the pro-
posed analysis framework voiced/unvoiced frame classification 
is carried out using pitch detector. The harmonic parameters es-

timation procedure consists of the two following stages: 
- Initial fundamental frequency contour estimation; 
- Harmonic parameters estimation with fundamental fre-

quency adjustment. 
In voiced speech analysis, the problem of initial fundamental fre-
quency estimation comes to finding a periodical component with 
the lowest possible frequency and sufficiently high energy. With-
in the possible fundamental frequency range (in this work it is 
defined as  Hz) all periodical components are extracted 
and then the suitable one is considered as the fundamental (fig.3). 
In order to reduce computational complexity the source signal is 
filtered by a low-pass filter before the estimation. The component 
extraction procedure involves iterative frequency recalculation 
with a predefined number of iterations. At every step the band-

width of each filter is adjusted in accordance with the calculated 
frequency value in order to position energy peak in the centre of 
the band. At the initial stage the frequency range of the analyzed 
signal frame is covered by overlapping bandwidths  
(where  is the number of frequency bands) with central frequen-

cies  respectively. 

At every step the respective instantaneous frequencies 
 are estimated at the instant that corresponds 

to the centre of the frame . Then the central bandwidth fre-

quencies are reset  before the next iteration. After 

all energy peaks are located the final sinusoidal parameters are 
estimated. Amplitude, frequency and phase are calculated using 
expressions (11) ï (13). During the iterative energy peak location 
process some of the filter bands may locate the same component. 
Duplicated parameters are discarded by comparison of the centre 

band frequencies of . Fundamental frequency contour 

should be long enough. To avoid estimation errors that may be 
caused by short-term components (that apparently are transients 
or noise and should be taken to residual) parameters are tracked 
from frame to frame. The frequency and amplitude values of ad-
jacent frames are compared, providing adequate harmonic com-
ponents estimation. If it is not possible to find a proper conti-
nuous pitch contour the corresponding frames are classified as 
unvoiced. 
 

 

Figure 3: Pitch estimation ( ). 

Having fundamental contour estimated it is possible to calculate 
filter impulse responses aligned to the fundamental frequency 
contour. Central frequency of the filter band is calculated as the 
instantaneous frequency of fundamental multiplied by the num-

ber  of the correspondent harmonic . The pro-
cedure goes from the first harmonic to the last, adjusting funda-
mental frequency at every step. The fundamental frequency re-
calculation formula can be written as follows: 

 (15 ) 

The fundamental frequency values become more precise while 
moving up the frequency range. It allows making proper analysis 
of high order harmonics with significant frequency modulations. 
Harmonic parameters are estimated using expressions (11) ï 
(13). After parameters estimation the periodical part of the signal 
is synthesized by formula (1) and subtracted from the source in 
order to get the noise part. 

4. VOICE MODIFICATIONS 

The harmonic analysis described in the previous section results in 
a set of harmonic parameters and residual signal that are the in-
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puts of voice processing block of the system. Many voice proc-
essing techniques require pitch and spectral envelope estimation 
in order to modify and synthesize voiced frames. 

4.1. Spectral envelopes estimation 

Instantaneous spectral envelopes can be estimated from the in-
stantaneous harmonic amplitudes and the fundamental frequency 
obtained at the analysis stage. The linear interpolation can be 
used for this purpose. 
 

 
 

a) 

 
b) 

 
c) 

Figure 4: Spectral envelopes estimation: a) source sig-

nal; b) spectrogram; c) spectral envelopes 

In fig.4. spectral envelopes estimation is illustrated. The source 
voiced segment (fig.4.a,b) is analyzed by the harmonic analysis 
technique and then the instantaneous spectral envelopes are in-

terpolated from the obtained amplitude values and pitch contour 
(fig.4.c). The set of frequency envelopes can be considered as a 
function  of two parameters (sample and frequency). 

4.2. Pitch shifting 

Pitch shifting procedure affects only the periodic part of the sig-

nal that can be synthesized as follows: 

 (16 ) 

Phases of harmonic components  are calculated according 

to a new fundamental frequency contour : 

 (17 ) 

Harmonic frequencies are calculated by formula (3): 

 (18 ) 

Additional phase parameter  is used in order to keep the 

original phases of harmonics relative phase of the fundamental: 

 (19 ) 

In fig.5 is presented a result of pitch shifting. The source signal is 

a recorded female voice sampled at 22,05kHz (fig.5.a). The fun-
damental of the source signal (150-180 Hz) was raised through 
analysis-processing-synthesis procedure to 200-250 Hz (fig.5.b). 
 

 
 

a) 
 

 
 

b) 

Figure 5: Pitch shifting: a) source signal; b) synthesized 
signal with increased pitch 
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As long as described pitch shifting does not change spectral 
envelope of the source signal and keeps relative phases of the 
harmonic components, the processed signal has a natural sound 

with completely new intonation. 

4.3. Timbre modifications 

The timbre of the voice is defined by the spectral envelope func-
tion . If we consider the envelope function as a matrix  

 (20 ) 

then any timbre modification can be expressed as a conversion 
function  that transforms the source envelope matrix  into 

a new matrix : 

 (21 ) 

The conversion function should be chosen in accordance with the 
target application of the system. In voice conversion systems es-
timation of  is usually based on a codebook that is formed 

by training procedure. The recordings of both source and target 
speakers are analyzed simultaneously in order to build up corres-
pondence between spectral envelopes of them. 
In this subsection a simple training and conversion technique is 
described. The training sets  and  are the spectral envelope 

matrixes estimated from the source and target recordings respec-

tively. The recordings have the same content and are synchro-
nized in time domain. Let us assume that the conversion function 

 can be written in the following matrix form: 

 (22 ) 

Then in order to make conversion from  to  the matrix  

should minimize the conversion error : 

 (23 ) 

The training procedure can be easily implemented via solution of 
the corresponding system of linear equations. 
Thus the conversion codebook is the matrix  and the converted 

spectral envelope can be simply calculated as: 

 (24 ) 

Experiments have shown that this conversion approach can be 
very efficient, provided that sets  and  are long enough and 

accurately synchronized. 

4.4. Time-scale modifications 

Since the periodic part of the signal is expressed by harmonic 
parameters it is easy to synthesize the periodic part slowing down 
or stepping up the tempo. Amplitude and frequency contours 
should be interpolated in the respective moments of time and 
then the output signal can be synthesized using expressions (1) or 

(16). 
The noise part is parameterized by spectral envelopes and then 
time-scaled as described in [10]. 

Separate periodic/noise processing provides high quality time-
scale modifications without audible artifacts. In fig.6. a time-
scale modification result is presented. The synthesized signal is 

slowed down two times. 
 

 
 

a) 
 

 
 

b) 

Figure 6: Time-scale modification: a) source signal; b) 
slowed down signal 

5. PITCH MODIFICATION EXPERIMENT 

In this section an example of vocal processing is shown. The 

concerned processing system is aimed at pitch shifting in order to 
assist a singer in real-time.  
 

 
 

Figure 7: Reference signal. 
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The voice of the singer is analyzed by the proposed technique 
and then synthesized with pitch modifications to assist the singer 
to be in tune with the accompaniment. The target pitch contour is 

predefined by analysis of a reference recording. Since only pitch 
contour is changed the source voice maintains its identity. The 
output signal however is damped in regions where the energy of 
the reference signal is low in order to provide proper synchroni-
zation with accompaniment. The reference signal is shown in 
fig.7, it is a recorded male vocal. The recording was made in a 
studio with a low level of background noise. The fundamental 
frequency contour was estimated from the reference signal as 

described in section 3. As can be seen from fig.8 the source vocal 
has different pitch and is not completely noise free (it was rec-
orded in conditions that are close to a real working environment 
of the system). 
 

 
 

Figure 8: Source signal. 

 

 
 

Figure 9: Processed signal. 

The source signal was analyzed using proposed harmonic analy-
sis and then the pitch shifting technique was applied as described 

in 4.2. The synthesized signal with pitch modifications is shown 
in fig.9. As can be seen the output signal contains the pitch con-
tour of the reference signal, but still has timbre and energy of the 

source voice. The noise part of the source signal (including back-
ground noise) remained intact. 

6. CONCLUSIONS 

The harmonic+noise model can be applied to voice processing 
systems. It provides efficient signal parameterization in the way 
that is quite convenient for making voice effects such as pitch 
shifting, timbre and time-scale modifications. The practical ap-
plication of the proposed harmonic analysis technique has shown 
encouraging results. The described approach might be a promis-
ing solution to harmonic parameters estimation in voice 
processing systems. 
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